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ABSTRACT 

Bare PC1 applications run without the support of an operating 

system (OS) or kernel and include the necessary hardware 

interfaces and network device drivers with each application. We 

describe a novel implementation of Ethernet bonding on a bare PC 

Web server using dual NICs, where both NICs can send but only 

one NIC can receive. The split send-receive design is easily 

extended to more than two NICs and other send/receive NIC 

configurations. Conventional Ethernet bonding requires some 

form of OS or kernel support. In the bare PC implementation, OS 

overhead and OS-related vulnerabilities are eliminated. We 

describe the dual NIC bare server architecture and 

implementation, and present experimental results to measure 

server performance. The results confirm that client connection and 

response times are better than for a bare server with two cards that 

each receive and send. This implementation of Ethernet bonding 

on a bare PC Web server is the first step towards building secure 

bare PC servers that can optimize performance using multi-core 

processors and multiple NICs. 
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1 INTRODUCTION 

Minimalist platforms are characterized by low cost and system 

simplicity [1]. Bare machine computing (BMC) [2] is a novel 

minimalist approach that has been used to build applications such 

as Web servers [3], mail servers [4], high performance servers [5], 

VoIP systems [6], IPv4-IPv6 gateways [7] and SQLite databases 

[8] without using any OS or kernel. Bare applications run on 

ordinary desktop hardware without using a hard disk (i.e., on a 

bare PC). The main advantages of BMC applications are the 

elimination of both OS overhead and OS-related vulnerabilities. 

BMC applications are also easier to analyze for security 

vulnerabilities because of their simple design and small footprint.  

Ethernet NIC bonding [9] combines network interfaces on a 

device. It is widely used in practice, for a variety of reasons 

including load balancing and reliability. Ethernet bonding on Web 

servers typically requires some form of OS or kernel support and 

has not been previously done on a bare PC. We implement a novel 

form of Ethernet bonding using dual NICs with a bare PC Web 

server application. In the bare PC Ethernet bonding 

implementation, both NICs can send but only one NIC can 

receive. The approach can be extended to work with more than 

two NICs and a variety of send/receive NIC configurations. In 

future, NIC bonding can be used with bare PC Web servers 

running on multi-core architectures and with other high 

performance or high security BMC applications. 

To illustrate the dual NIC split send-receive approach in a 

BMC application, consider the intertwined HTTP/TCP protocols 

as implemented in a bare PC Web server with a single NIC [3]. 

Protocol intertwining is inherent in BMC applications due to their 

underlying task design discussed later. While a bare Web server 

can use TLS for security, in this paper (for reasons of simplicity), 



SAC’18, April 9-13, 2018, Pau, France F. Almansour et al. 

 

2 

 

we only discuss HTTP connections to port 80. Fig. 1 shows the 

intertwined protocol messages exchanged by client and server due 

to a single request from a client, which can be any conventional 

OS-based Web browser. A bare PC NIC driver consists of send 

and receive data structures as shown in Fig. 2. In the driver, the 

send path using the transcript descriptor list (TDL) and the receive 

path using the receive descriptor list (RDL) are separate and 

parallel paths in the hardware. Send and receive controls such as 

enable and disable, and associated configuration parameters are 

also different in the driver. In essence in the NIC and also in the 

driver, send and receive paths can be treated as two separate 

entities.  

In the bare Web server single NIC implementation shown in 

Fig. 3, send and receive paths are also different. When a packet is 

received in RDL, its Ethernet header is removed and IP 

processing is done on the packet as usual. After the IP header is 

removed, TCP and HTTP processing are done in an intertwined 

manner on the packet. For a given client’s IP address and port, a 

unique entry for the request is created in the TCP table. This 

unique entry is kept in the table until the completion of the client’s 

request.  

A client HTTP Get or Post requires a server response, which 

consists of the response data prefixed with an HTTP header. The 

response is inserted into one or more packets with TCP, IP and 

Ethernet headers. These packets are inserted into the TDL. The 

Ethernet NIC sends packets from the TDL and receives packets 

from the RDL. All of these steps are part of the Web server 

application since there is no OS or kernel in a BMC system. The 

monolithic executable, unique tasking (discussed later), and 

integration of all protocol code with the application facilitates the 

separation of send and receive paths in the design of the bare PC 

Web server. In effect, send and receive paths are naturally disjoint 

in a bare Web server at the task level, NIC level, driver level, 

protocol level and application level. This enables Ethernet 

bonding to be implemented without any OS or kernel support. 

The rest of the paper is organized as follows. Section 2 

discusses related work. Section 3 describes the dual NIC 

architecture, design and implementation. Section 4 gives 

experimental results and Section 5 concludes the paper.  

2 RELATED WORK 

The growing popularity of virtualized OSs and containers have 

resulted in the recent introduction of several so-called minimalist 

OSs [10], including the Docker platform, Ubuntu Core, Core OS, 

and Atomic Host. Minimalist OSs may focus on protecting against 

failures and attacks, target embedded systems, IoT and the cloud, 

or be designed for speed. There are also many lightweight Linux 

distributions that run on older x86 hardware. One of the earliest 

attempts to provide a small kernel with minimal functionality for 

applications is Exokernel [11]. Subsequently, lightweight OSs 

supporting high-performance applications were introduced as in 

[12]. In contrast, BMC systems are non-virtual and non-

embedded. They enable applications to run without any OS or 

kernel support by providing direct interfaces to the hardware [13]. 

Ethernet bonding on Linux systems [9] has numerous driver 

options and allows bonding configurations to be based on 

requirements of high availability or maximum throughput for 

single and multiple switches. The performance of Ethernet 

bonding is studied in [14], and it is found that active backup mode 

has low switch-over time in case of failure, while round robin 

mode with dual NICs almost doubles the throughput achieved 

without bonding. In Oracle VM, network bonding is designed 

primarily for redundancy although increased throughput 

requirements are also supported [15]. 

 

Figure 1: Integrated HTTP/TCP protocol. 

 

Figure 2: Transmit and receive descriptors. 
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3 DUAL NIC BARE PC WEB SERVER 

3.1 Architecture 

As noted earlier, it is natural to split send and receive logic in a 

BMC application from the NIC hardware level to the application 

level. We modify the single NIC bare PC Web server enabling it 

to use dual NIC Ethernet bonding by splitting the send and receive 

paths. Fig. 4 shows the bare PC Web server architecture for 

Ethernet bonding with dual NICs. Many clients can connect to the 

Web server where each client request is identified as usual by the 

unique IP address and port number combination. The two NICs 

are associated with respective IP addresses IP1 and IP2, and MAC 

addresses MAC1 and MAC2. The server uses only one MAC 

address to receive packets, which is the server’s MAC (MAC1) 

for the receive NIC (R-NIC). All packets from the clients are thus 

received at the server on MAC1. ARP broadcasts are used to 

ensure that the default gateway or any local clients only send 

packets to the server using MAC1. No switch configuration is 

needed. The server can use either NIC for sending data based on 

load balancing requirements. 

When a BMC system is booted, it goes to the MAIN task, 

which runs continually whenever no other task is running. This is 

different from the way an OS/kernel-based system works: in a 

bare PC, tasks are created and used as needed by a given BMC 

application suite. When a packet arrives, the RCV task is run to 

read a packet from the RDL and it continues running while 

Ethernet, IP and TCP processing is done on the packet until the 

state is updated in the TCP table. When an HTTP Get or Post 

command is received, a unique HTTP task is created to process 

the client request. A connection may be alive for many GET or 

POST requests. However, a unique HTTP task handles a given 

request.  

The relation between the MAIN, RCV and HTTP tasks used in 

the bare Web server is shown in Fig. 5. The RCV and HTTP tasks 

process client packets that are received or that need to be sent. In 

an OS-less BMC system, tasks run to completion and only 

suspend themselves when waiting for an event. Suspended tasks 

are resumed when they are ready to run. Notice that the bare 

server has an inherently parallel design with respect to client 

requests. 

3.2 Design 

In a dual NIC system, there are many ways to send and receive 

packets using the NICs. In Fig. 1, the server receives SYN, SYN-

ACK-ACK, GET, DATA-ACK and FIN-ACK from the client; 

and sends SYN-ACK, GET-ACK, Data and FIN-ACK-ACK to 

the client. The HTTP and TCP protocols can be split based on 

send and receive interfaces. Also, for HTTP requests, packets 

received by the server except for GET are small (about 60 bytes), 

while data packets sent to the client are large. Thus, when dual 

NICs are used for send and receive separately, the load is not 

balanced with respect to the two cards. 

One approach with dual NICs is to dedicate one NIC for 

sending and one NIC for receiving. Sent packets use IP2 and 

MAC2 but the send NIC does not receive any data from a client. 

Similarly, a receive NIC does not send any data. This simplex 

connection of dual NICs may have potential security benefits due 

to isolation of send and receive paths. We do not investigate such 

benefits in this paper. 

Another alternative is to receive on one card and send on two 

cards to load balance the data. When two cards are used for 

sending, small packets can be sent on one card and large data 

packets on the other. The decision of which card to use for 

sending a given packet can be made based on load balancing 

requirements. 

We investigated a variety of strategies for load balancing NICs 

based on the novel bare PC Web server design. As shown in 

previous studies using OS-based systems, simple load balancing 

based on the data alone is not sufficient to achieve optimal 

performance in a dual NIC architecture. It is also known that 

using two different cards for the same request does not improve 

any performance, as the client has to handle two NICs 

simultaneously (data level parallelism). In order to achieve 

optimal dual NIC performance using the bare PC Web server 

design, we exploited the parallelism in the client requests, where 

each request can be treated as being independent of the others 

(request level parallelism). Although not investigated in this 

paper, the single core dual NIC design can be extended to multi-

core level parallelism using essentially the same approach. 

 

 
 

Figure 3: Single NIC bare PC Web server flow. 

3.3 Implementation 

Implementation of Ethernet bonding using dual NICs in a bare 

PC Web server for optimal performance requires that the NIC for 

sending data to clients be dynamically adapted based on the load. 

To simplify the design, we used two identical Ethernet NICs. One 

NIC is enabled for receive and send, and the other NIC is only 

enabled for sending data. This strategy is simple to implement in 

the bare PC Web server as the NIC driver code is part of an 

application program.  

In the bare PC Web server design, two instances of the 

Ethernet object are created to interface with the two NIC drivers. 

When a SYN packet arrives from a client, the load balancing 

strategy is implemented based on request level parallelism. In 

addition, for a given client, a dedicated NIC will send the data and 

all other packets on the connection. For example, if there are two 
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clients sending requests, client 1 will get data from NIC 1 and 

client 2 from NIC 2. If a third client comes at the same time, half 

of its responses are sent using NIC 1 and the other half using NIC 

2.  If there are n simultaneous requests then n/2 use NIC 1 and 

remainder use NIC 2. This strategy is easily implemented in the 

bare PC application itself (without any OS or kernel involvement). 

When a TCP SYN packet arrives, a send-id (1 or 2) is set in 

the TCP table to handle sending data using NIC 1 or NIC 2 

respectively. A new function is written to send data based on the 

send-id. Minor modifications in the code enabled us to extend the 

existing single NIC Web server to a dual NIC architecture with 

load balancing implemented in the application itself. As the client 

requests are parallel, the two NICs and the two HTTP tasks run in 

parallel to provide a parallel path from the NIC hardware to the 

application.  With a single core, this optimizes the use of dual 

NICs.  

The Web server and the NIC driver are implemented using 

C/C++. Intel gigabit NICs are used to implement the Web server 

system. About 20 lines of assembly code are used in the NIC 

driver, which required two functions to read and write to the host 

controller configuration registers.   

To further understand the details, recall that bare PC 

applications include the necessary network protocols and directly 

use the Ethernet interface without going through intermediate 

layers. This optimization avoids the need for buffer copying and 

also reduces procedure call and other overhead. An API is 

provided for bare PC applications to access the Ethernet interface 

as there in no centralized OS or kernel in the system.  

The code segment in Fig. 6 illustrates how the TCP level code 

in a bare PC Web server application using an Intel gigabit NIC 

interacts with the Ethernet interface. This approach is not the 

same as offloading TCP functions to a NIC in an OS-based 

system. In the BMC system, calls are made directly by the TCP 

code (which is intertwined with code for HTTP and the bare PC 

Web server application) to methods that format the TCP, IP, and 

Ethernet headers before sending the packet. These calls are made 

within a single thread of execution avoiding the need for 

switching between layers. The Ethernet buffers are accessed 

directly and the send buffer address is formed in step 1. 

Formatting headers and aligning the data is done in steps 2 

through 7. In the above code, EO is EO1 for NIC 1 and EO2 for 

NIC 2 based on send-id 1 or 2 respectively. These seven steps 

enable the bare PC Web server application to send a packet using 

an Ethernet NIC without any OS or kernel overhead. 

 

 
 

Figure 4: Dual NIC Web server architecture. 

 

 
 

Figure 5: Task state transition diagram. 

4 PERFORMANCE MEASUREMENTS 

This section gives performance measurements for single and 

dual Intel external gigabit NICs [16] installed on a bare PC Web 

server running on an Optiplex 960 desktop machine. The HTTP 

stress tool http_load [17] is used to send requests and collect 

measurement data. The experiments are used to study bare PC 

Web server performance differences between single and dual 

NICs for different values of the load parameters. The requested 

file sizes vary from 4K to 1MB. Connection time and initial 

response times are used as performance metrics. 
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Figure 6: Application directly accessing Ethernet buffers. 

 

Figure 7: Each client has a dedicated send NIC. 

4.1 Load Balancing Strategy 

Two NICs can be used in a variety of ways to send and receive 

packets. We consider load balancing for dual NICs with split send 

and receive paths, where one NIC is dedicated for receiving 

packets and either NIC is able to send packets to a client.  

Several strategies can be easily implemented to choose the 

NIC for sending packets. For example, packets can be sent by 

randomly picking the NIC to use for a given client, or 

alternatively, the NIC to send can be chosen based on throughput, 

packet size, connection time and/or response time. We consider a 

simple strategy, where a given NIC is dedicated for sending data 

to a given client as shown in Fig. 7. For an even number of 

clients, both NICs send data by sharing the number of requests 

equally. For an odd number of clients, the server uses NIC 1 for 

half of the responses to send data and NIC 2 for the other half.  

 

Figure 8: Connection time (two clients). 

 

Figure 9: Response time (two clients). 

4.2 Two Clients 

Fig. 8 shows connection times for a single NIC (1 NIC) and 

dual NICs: (1 send, 1 receive) or (2 send, 1 receive). Connection 

time with one NIC increases as the file size increases, which is 

expected as it takes more time to send larger files. When dual 

NICs are used, one for sending only and one for receiving only, 

the performance is very close to one NIC. This is because the 

receive card is not as heavily loaded as the send card. Also, 

received packets associated with GET requests are small (about 
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60 bytes each except for the GET request itself). Since the two 

NICs are not sharing the load equally, there is no significant 

performance improvement.  

When two NICs are used, where both can send data, the lowest 

connection time is seen because the NICs are now parallelized 

with respect to clients (each NIC serves one individual client). For 

4K and 1 MB file sizes, we used respective rates of 1000 and 30 

requests per second for each client. For large files, the request rate 

is limited by buffers allocated at the server. The maximum 

improvement in connection time is about 44% for a 1 MB file. We 

do not see any connection time improvement for small file sizes 

as the NICs are not load balanced. As shown in Fig. 9, the 

improvement in initial response time for a 1 MB file is 29%. 

 

Figure 10: Connection time (three clients).  

 

Figure 11: Response time (three clients). 

4.3 Three Clients 

Fig. 10 shows connection times for three clients. Client 1 is 

served by NIC 1 and Client 2 is served by NIC 2. Half of Client 

3’s requests are served by NIC 1 and the other half are served by 

NIC 2. For a 1 MB file, the connection time improvement is 42%, 

and the initial response time improvement (shown in Fig. 11) is 

21%. 

5 CONCLUSION 

We described the architecture, design and implementation of a 

dual NIC Web server with split send-receive paths that runs on a 

bare PC. Performance measurements were given to illustrate the 

improvement in connection and initial response times as the load 

is increased. Associating a given client’s request with a given NIC 

for sending data was found in our studies to be optimal for load 

balancing with dual NICs in a bare PC Web server. Other 

strategies for load balancing multiple NICs can be investigated in 

the future.  

The dual NIC approach is shown to exploit the natural 

partition on send and receive logic at the NIC level, Ethernet 

driver level and the Web server implementation level. Isolating 

send and receive paths provides simplicity and better 

performance. Although not investigated here, multiple NICs can 

be used to completely separate the send and receive channels for 

security purposes. This approach for Ethernet bonding on servers 

without any OS or kernel support extends to multicore systems. 

With a single NIC for communication (as in an ordinary desktop), 

the multi-core processors share memory and the NIC. When dual 

or multiple NICs are used, they can be allocated to cores thus 

improving performance. It is also possible to integrate NICs with 

multicores on the same chip.  
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